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Abstract

We argue that lexical association
measures (AMs) should be evaluated
against a reference set of collocations
manually extracted from the full
candidate data, and that the notion
of collocation needs to be precisely
defined so that human collocativity
judgments and experimental results are
reproducible. We show that identifica-
tion results achieved by particular AMs
do not crucially depend on text type,
but that some AMs are much better
suited for identifying some classes of
collocations than others.

1 Introduction

In the past, a series of measures have been intro-
duced for identifying lexical associations between
pairs of words. We refer to these asassociation
measures(AMs). Methods range from pure fre-
quency counts to information theoretic measures
and statistical significance tests.

AMs are often applied to the task of collocation
extraction using the following procedure: A set of
candidate lexeme pairs is extracted from a corpus
(e.g. adjective-noun pairs, noun-verb pairs, adja-
cent words, or pairs of words co-occurring within
a given window). For each pair, its number of
occurrences (thejoint frequency) and the total fre-
quency of each component (themarginal frequen-
cies) are determined. The AM assigns to each pair
an association score computed from its joint and
marginal frequencies. Depending on the measure,

either a high or a low score indicates a strong con-
nection between the two components. The list of
candidate pairs is re-ordered according to the AM
scores (from best to worst). This re-ordered list is
referred to assignificance list(SL). The top part
of the SL (i.e., a small set ofn best-scoring candi-
dates) constitutes the basis for manual extraction
of true collocations, and is also used for evalua-
tion of the AMs, i.e., the precision of an AM is
calculated using the manually identified true pos-
itives (TPs).

Many comparative evaluations of the goodness
of AMs are based on a vague concept of collo-
cation for which no rigorous definition is given,
e.g. (Dunning, 1993), (Lezius, 1999), (Evert et
al., 2000); see also the examples in chapter 5 of
(Manning and Scḧutze, 1999). In such experi-
ments, TPs are identified by scanning the SLs for
pairs that seem “typical” according to the intu-
ition of the annotator. However, this approach
suffers from two serious drawbacks: (i) There is
considerable disagreement between annotators on
whether a given pair of lexemes is typical or not
(cf. Cabŕe and Estop̀a (1999)). Hence, the results
of experiments may not be reproducible. (ii) The
notion of “typicality” overlaps with a number of
widely different concepts such as technical terms,
proper names, idioms, etc. There is no a priori
reason to assume that a given AM is equally well
suited for the extraction of all classes of colloca-
tions.

In the present study, we have employed only
support verb constructions (German: Funktions-
verbgef̈uge, FVG) and figurative expressions
(figur) for evaluating a variety of AMs. As



bases for collocation extraction, we have used
two largely differing corpora, a newspaper and a
newsgroup corpus. A brief overview of the AMs
considered is given in section 2. The linguistic
criteria applied for differentiating FVG andfigur
are presented in section 3. In section 4, we ex-
amine the precision obtained by different AMs in
identifying PP-verb collocations. We show that
applying a particular AM to both corpora leads to
similar results (section 5), but that some AMs are
much better suited for identifying FVG thanfigur,
and vice versa (section 7).

2 Evaluated measures

We have evaluated the following measures:
Mutual information MI (Church and Hanks,

1989), and a heuristically motivated variant of MI
where the numerator is squared.

The Dice coefficient, a measure which com-
putes the harmonic mean between the conditional
probabilities of the components of a word combi-
nation, see (Smadja et al., 1996).

The χ2 measure which is based on the well-
understoodχ2-test, either applied as a test of
homogeneity or as a test of independence; the
two variants are mathematically and numerically
equivalent.

Notationally different but mathematically and
numerically equivalent versions of the log-
likelihood measure originally presented in (Dun-
ning, 1993).

The t-test measure ort-score which is based
on another standard test statistics. The common-
birthday measure (L̈auter and Quasthoff, 1999)
using a crude approximation of the Poisson dis-
tribution which yields slightly better results than
the exact Poisson distribution, cf. (Evert et al.,
2000).

The χ2 and log-likelihood measures are de-
rived from two-tailed statistical tests (where the
null hypothesis stipulates that the components
of a candidate pair occur independently of each
other). Hence, pairs that occurless frequently
than one would expect from their marginal fre-
quencies will obtain high association scores as
well. Since such pairs are assumed to be non-
collocational, we have constructedone-tailedver-
sions of the two AMs. In our experiments, there
was no visible difference in accuracy between the

one-tailed and the two-tailed measures.
We compare the AMs listed above against two

reference measures: thebaseline precisionob-
tained by listing all candidates in random order in
the SL, and the co-occurrence frequency (referred
to as thefrequencymeasure). The latter is partic-
ularly interesting because it shows how much can
be achieved without employing complex statisti-
cal methods.

3 Evaluation by linguistic criteria

We describe the linguistic criteria by which col-
locations were distinguished from arbitrary PP-
verb combinations (3.1), and the lists of candidate
pairs that we used (3.2).

3.1 PP-verb collocations

Criteria for the distinction of PP-verb collocations
from arbitrary combinations: There is a grammat-
ical relation between verb and PP, and the pair
can be interpreted as support verb construction
and/or a metaphoric or idiomatic reading is avail-
able, e.g.:zur Verf̈ugung stellen(at the availabil-
ity put, ‘make available’),am Herzen liegen(at
the heart lie, ‘have at heart’).1

Criteria for the distinction of FVG and
figur: Figurative expressions in our interpre-
tation cover idioms (i.e., uninterpretable PP-
verb-constructions) as well as a broad range
of word combinations that require figurative or
metaphoric interpretation. FVG are identified ac-
cording to the following characteristics: The con-
structions function as predicates. The noun in the
FVG is abstract, it is typically deverbal or dead-
jectival, and thus has its own argument structure.
The noun is also the semantic core of the FVG.
It usually combines with more than one verb en-
abling variation in thematic structure and Aktion-
sart, see for instancein Betrieb{gehen, nehmen}
(’{go, put} into operation’).

These characteristics are valid for a broad range
of PP-verb-combinations. However a number of
PP-verb combinations exist that show characteris-
tics of FVG but also have figurative aspects. In or-
der to cope with the fuzzy borders between FVG
andfigur, the following decisions have been made

1For definitions of and literature on idioms, metaphors
and FVG see for instance (Bußmann, 1990).



for classification of the reference data: Seman-
tically opaque word combinations are classified
asfigur. In the case of semantically transparent
word combinations, it is distinguished whether
the nouns are abstract or concrete, and whether
they contribute the main part of the semantics of
the predicate. If the noun is concrete, the collo-
cation is classified asfigur. If the noun is dever-
bal, deadjectival or another kind of abstract noun,
and contributes the major part of the meaning, the
collocation is classified as FVG. Otherwise, the
collocation is classified asfigur.

3.2 Candidate lists

The following corpora have been used to iden-
tify potential PP-verb collocations: an 8 million
word portion of the Frankfurter Rundschau Cor-
pus2, and a 10 million word sample of a news-
group corpus developed in the FLAG project at
DFKI Saarbr̈ucken.3

After part-of-speech tagging and rudimentary
syntactic analysis,4 preposition-noun-verb-triples
(PNV) have been automatically selected from
each corpus such that P and N are constituents of
the same PP, and PP and V co-occur in a sentence.
The verbs in the current study are constrained to
main verbs. The extracted data are partially in-
homogeneous and not fully grammatically cor-
rect, because they include combinations with no
grammatical relation between the PP and the verb.
See Table 1 for a summary of the cadidate data:
for example, 453,861 instances (PNV-full-forms)
have been automatically extracted from the news-
paper corpus. This amounts to 372,121 candi-
dates (types).5 The number reduces to 10,396
when only data with occurrence frequencyf ≥ 3
are considered, and so forth. The total number
of true collocations in the sample wheref ≥ 3
is 1,280 or 12.31%; 5.47% in terms offigur and

2The Frankfurter Rundschau Corpus is part of the Euro-
pean Corpus Initiative Multilingual Corpus I.

3http://flag.dfki.de/.
The complete FLAG corpus has been jointly developed at
the University of T̈ubingen and at the DFKI, Saarbrücken.

4See (Skut and Brants, 1998) for a description of the tools
employed.

5In contrast to common practice, we use full form data
in the current experiments, as the baseline precision is much
higher for full form data than for base forms. In experiments
where we have reduced the verbs to their bases, we have
found similar differences between the AMs as for full form
data.

6.84% in terms of FVG.

corpus PP-verb pairs
instances candidates

newspaper 453,861 372,121
newsgroup 912,287 631,140

corpus PP-verb pairs with
f ≥ 3 f ≥ 5 f ≥ 10

newspaper 10,396 2,853 743
newsgroup — 4,795 1,029

corpus baseline precision
total figur FVG

newspaper 12.31% 5.47% 6.84%
(1,280) (569) (711)

newsgroup 12.45% 5.38% 7.07%
(f ≥ 5) (597) (258) (339)

Table 1: Frequency distributions in the newspaper
and the newsgroup corpus

4 Precision curves

In a first experiment, we compare the AMs with
respect to their usefulness for extracting collo-
cations from the newspaper corpus, considering
only candidates withf ≥ 3. For each AM, we
evaluate the corresponding SL by stepwise taking
the firstn candidate pairs and comparing them to
the list of collocations which have been manually
extracted from the complete SL. We compute the
proportion of TPs (theprecision) for each pos-
sible value ofn. Plotting these precision values
against the proportion of the entire SL constituted
by then-best candidates, we obtain aprecision
curve(see Figures 1 and 2).6

The three vertical lines correspond to then-
best candidate pairs forn = 500, n = 1000, and
n = 2000. Looking at the middle line, we find for
instance that among the 1000 best-scoring candi-
date pairs according to thet-test measure, approx-
imately 30% are true collocations. A similar re-
sult can be found for the frequency measure.

Two reference curves are shown in the plots.
A solid line, which is the precision curve for SLs

6Colour versions of all plots in this article will be avail-
able fromhttp://www.collocations.de/EK/ .
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Figure 1: Newspaper data: precision curves 1
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Figure 2: Newspaper data: precision curves 2

ordered by co-occurrence frequency, and a dot-
ted horizontal line, thebaseline precision, which
shows the proportion of true collocations in the
candidate set. This line is the expected precision
curve for a randomly ordered SL. Hence, for an
AM to be useful, its precision curve must be sub-
stantiallyabovethe baseline. In particular, we are
interested in AMs that perform significantly bet-
ter than the frequency reference curve.

Further observations are: Log-likelihood and
common-birthday clearly lead to worse results for
the PP-verb data than it would have been expected
from the results on identification of adjective-
noun collocations presented in (Lezius, 1999) and
(Evert et al., 2000). MI, Dice andχ2 perform
even worse than random selection. The suitability
of AMs for identifying particular classes of collo-
cations will be further explored in section 7.T -
score turns out to be the best measure for iden-

tifying PP-verb collocations from our sample of
the Frankfurter Rundschau Corpus. The precision
curve for t-score is slightly above the frequency
curve. The significance of these differences will
be discussed in section 6.

5 Comparison of the newspaper and the
newsgroup data

We compare the newspaper data withf ≥ 3 to
newsgroup data withf ≥ 5. This seems justi-
fied because the number of candidates extracted
from the newsgroup corpus exceeds that of the
newspaper data (cf. Table 1), and for the given
frequency thresholds, we obtain similar baseline
precision values. By contrast, the subset of candi-
dates withf ≥ 5 from the newspaper corpus has
a much higher baseline precision of 22.57% (644
true collocations among 2,853 candidates).
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Figure 3: Newsgroupf ≥ 5: prec. curves 1

Examining the newsgroup data (Figures 3 and
4), we find precision results comparable to those
of the newspaper data (see previous section), i.e.,
t-test and frequency clearly outperform the other
AMs, and MI, Dice andχ2 are below random se-
lection. This result provides strong evidence that
identical classes of collocations are similarly dis-
tributed in different types of corpora.

Considering Figures 1 to 4, further general ob-
servations can be made. The precision curves of
the AMs are instable for the first few percent of
the SLs, and tend to converge in the second halves
of the SLs. Consequently, experimental results
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Figure 4: Newsgroupf ≥ 5: prec. curves 2

based either on a small number of best-scoring
candidates or on more than the first 50% of the
SLs are unreliable.

6 Significance of the differences

In order to test the significance of the differences
observed in section 4, we apply theχ2-test for
two independent samples as described in (Krenn,
2000, p. 50). For givenn and a pair of AMs, the
null hypothesis that the two measures will on av-
erage identify the same proportion of true collo-
cations is tested against then best-scoring candi-
dates from the measures’ SLs. We use this test
to compare the AMs described in section 2 to the
frequency measure as a point of reference.

The thin lines above and below the precision
curve of the frequency measure in Figure 5 de-
limit a 95% confidence region for theχ2-test de-
scribed above. The null hypothesis will only be
rejected (at the 95% level) when the precision
curve of an AM is outside this confidence region.

We have found in section 4 that the frequency
measure outperforms all other AMs with the ex-
ception of t-score, which has better precision
throughout the first 30% of the SLs. However,
Figure 5 shows that the difference between fre-
quency andt-score is significant only when ap-
prox. the first 22% of the SLs are considered (i.e.,
n ≈ 2, 300). Returning to the question in the
title of this paper, we must conclude that none
of the AMs is significantly better suited for the
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Figure 5: Newspaper: significance of differences

extraction of PP-verb collocations than mere co-
occurrence frequency.

It has to be noted, though, that theχ2-test may
not be adequate for the comparison of precision
curves, for the following two reasons: (i) It is a
test designed for independent samples, whereas in
our case the two samples (i.e. then best-scoring
pairs from each SL) are dependent, being taken
from the same base set of candidates. (ii) The sta-
tistical model behind theχ2-test assumes that the
TPs are distributed uniformly within each sample.
However, Figures 1 and 2 show that, for many
AMs, there are substantially more TPs in the top
part of the SL, and hence in the “top part” of the
corresponding sample.

Because of (i), theχ2-test tends tounder-
estimatethe significance of differences between
the precision curves. It is not clear whether (and
how) a test of significance can be designed that is
appropriate for this task and takes the interdepen-
dence of the different SLs into account.7

7 Differences betweenfigur and FVG

While in sections 4 and 5 no difference between
FVG andfigur has been made in the evaluation of
AMs, we now focus on differences in the identi-
fication accuracy when FVG andfigur are evalu-
ated separately. The baseline precision is slightly
higher for the FVG, but comparable to that of
the figur (cf. Table 1). Based on the differences
in identification accuracy found for PP-verb data

7A possiblity which requires further exploration is to use
the McNemar test or the Cochran Q test (Siegel, 1956).



(see section 4) and for adjective-noun data (cf.
Lezius (1999) and Evert et al. (2000)), we expect
the AMs to differ in their ability to identify FVG
and figur. This assumption is supported by the
results shown in Figures 6 and 7.

While t-test and frequency lead to the best pre-
cision results for FVG and figurative expressions,
the precision results achieved byχ2 and, in par-
ticular, MI are farbelow the baseline for FVG,
but almost identical to the baseline precision for
figur. In other words, the values of these AMs are
(almost) independent from whether or not a can-
didate pair is afigur. Thus we conclude thatfigur
cannot at all be characterised in terms ofχ2 and
MI values, but that candidates which obtain high
MI scores areless likelyto be FVG than other
candidates, even though the MI measure consid-
ers them to be strongly correlated.

Figure 7 also reveals that log-likelihood, which
is often used as a “general-purpose” AM for a
wide variety of extraction tasks, is not very well
suited to identify FVG. However its performance
is considerably better forfigur.

Further particularities in the results forfigur
compared to FVG are: (i) The precision curves
converge earlier forfigur than for FVG (in the
case of figurative expressions, the AMs converge
when approx. 40 to 50% of the data in the re-
spective SLs have been examined; in the case of
FVG, they converge when approx. 60% of the SLs
have been considered). (ii) In the first≈ 12% of
the SLs, frequency andt-score reach much better
precision for FVG than forfigur.
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Figure 6: Precision curves forfigur
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Figure 7: Precision curves for FVG

8 Recall and local precision

In section 7, we observed anegativecorrelation
between FVG and the MI measure. Since there
are unusually few FVG in the top part of the SL
ordered according to the MI measure, some other
part of the SL must contain a greater proportion
of TPs than a randomly ordered list. We refer to
the density of TPs in an arbitrary part of an SL
(rather than among then-best candidates) aslo-
cal precision.Although it is difficult to compute
exact local precision values, we can easily obtain
approximate results by visual inspection of the re-
call curves shown in Figure 8.
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Figure 8: Recall curves for FVG



Recall, in this case, measures what proportion
of all FVG is identified by a particular AM (i.e.
can be found among then best-scoring candidates
according to that measure). The slope of an AM’s
recall curve corresponds to the number of FVG
contained in that part of the SL, i.e., to local pre-
cision. For the MI measure, local precision is ex-
tremely low for the 3000 best-scoring candidates.
The highest local precision values are achieved
for the region of the SL extending (roughly) from
the 4000th to the 7000th candidate pair (i.e.,x-
coordinates between 40% and 70%). This part of
the MI recall curve is almost as steep as the ini-
tial part of thet-score recall curve. Thus, the best
local precision values achieved by MI should be
close to the best overall precision values of the
t-score measure.

9 The MI mystery

Looking at the MI values computed for the candi-
date pairs, we find that the region of high local
precision corresponds to MI scores ranging ap-
proximately from 4.0 to 7.5. Although candidate
pairs with MI values above 7.5 are much more fre-
quent than expected under the independence as-
sumption, there are very few FVG among them.

The explanation usually given for the poor per-
formance of the MI measure is that the highest
MI scores are almost exclusively assigned to can-
didate pairs with low jointandmarginal frequen-
cies. However, for our data such a clear-cut dis-
tinction cannot be made.

For some reason that is yet unknown, a large
proportion of FVG (around 50% for the newspa-
per data) have MI values between 4.0 and 7.5.
We can exploit this property to construct an op-
timised AM for the extraction of FVG (but also
fine-tuned to the evaluation data). We use the for-
mula −|MI − 5.75|, which assigns scores be-
tween−1.75 and 0.0 to candidates whose MI
score is between 4.0 and 7.5. All other candidates
obtain values below−1.75. Figure 9 shows the
precision curve for this fine-tuned AM compared
to t-score and frequency. The 95% confidence re-
gion for the frequency measure is again delimited
by two thin lines.

When more than 30% of the SLs are consid-
ered,−|MI−5.75| achieves higher precision val-
ues than any of the other AMs. In the region be-

tween 40% and 80%, the new AM performssig-
nificantlybetter than co-occurrence frequency.
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Figure 9: Precision of−|MI − 5.75| for FVG
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Figure 10: Precision of−|MI − 5.75| for figur

Figure 10 shows that our new AM is not the
best-performing measure forfigur, and has signif-
icantly lower precision than frequency throughout
the first 30% of the SL. However, it is still better
than MI or its “squared” variant.

We have thus devised an AM optimised for one
particular class of collocation. For this task, it
is the only measure that has been able so far to
produce significantly better results than mere co-
occurrence frequency.



10 Conclusion

The performance of AMs in the identification of
PP-verb collocations as described in the present
paper is different from the results found in other
studies that used less precisely defined definitions
of collocativity. Overall, t-score achieves best
precision values, but none of the AMs is signif-
icantly better than mere co-occurrence frequency.
The widely-used log-likelihood measure issignif-
icantly worsethan frequency (Figure 5), and the
same holds for the common-birthday measure that
Lezius (1999) found to have best performance.

Results do not seem to depend critically on the
text type, as the comparison of newsgroup and
newspaper data shows. But there are consider-
able differences betweenfigur and FVG. In par-
ticular, FVG extracted from the newspaper corpus
are surprisingly well characterised by an MI value
between 4 and 7.5. Using this information, we
can construct an AM adjusted to this class of col-
location (and to the newspaper corpus used). This
“tuned” AM is the only measure that can identify
FVG with significantly better precision than co-
occurrence frequency.

The results presented in this paper further sug-
gest that in order to gain deeper insights into the
performance of AMs, it is necessary to study the
distributional differences between various pre-
cisely and narrowly defined classes of colloca-
tions. The key question then is which of these
classes can be characterised (and thus extracted)
in terms of joint and marginal frequencies. With
this knowledge at hand, it should be possible to
devise fine-tuned AMs.
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support forÖFAI is provided by the Austrian Fed-
eral Ministry of Education, Science and Culture.
The authors also would like to thank Anke
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